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1 INTRODUCTION
Free response questions (FRQs) are the most common question
type for assessments in computer science courses [10]. Presently,
course staff manually creates and reviews these types of questions
before presenting them to students to ensure sufficient testing of
course content, as well as clarity, conciseness, and correctness of the
question. However, this thorough process is very time-consuming
and tedious for course staff, making it a candidate for semi- or
complete automation through software tools.

With the explosion in popularity of using large language models
(LLMs) for text generation, using generative AI for automated ques-
tion writing is being explored. In a recent study, researchers have
found success using AI to generate reading comprehension quizzes
[8]. Other studies have explored using AI to generate multiple-
choice questions (MCQs) and coding exercises for programming
courses [3][9], but writing FRQs has some unique challenges. First,
the complexity and scope of learning objectives covered by one
FRQ is much larger than for multiple-choice questions. FRQs are
typically longer, open-ended, and written to broadly cover course
content. Second, writing engineering questions is different from
writing reading comprehension questions, as they need to test
student knowledge of more complex and obscure content in mean-
ingful ways, sometimes involving logic. Instructors of engineering
courses may be able to take advantage of the power of LLMs to
write free response questions for assessments.

This study investigates if generative AI models can be used
to generate free response questions for quizzes and exams in an
graduate-level Artificial Intelligence (AI) course. We will compare
several different text generation models across different course
topics. To evaluate performance, wewill survey student participants
to rate the questions, as well as evaluate the responses ourselves
using several metrics for quantifying question quality. Our results
can provide insights for engineering instructors interested in using
AI to automate FRQ writing for course quizzes and exams, without
sacrificing the quality that comes from traditional question writing
practices.

Specifically, our research questions are:

• RQ1: Can AI write high-quality free response questions for
AI courses?

• RQ2: Can generative AI produce correct answer keys for
free response questions that it wrote?

• RQ3: Do certain generative AI models produce "better" free
response questions than others?

We found that generative AI can generate high-quality FRQs
for an AI course and produce correct answers to most of its own
questions. Because different models behaved differently for various
question topics and prompts, course staff should choose models

based on their strengths and review the questions before deploying.
We found that the models were less proficient with creating and
answering logical and ethical questions, corroborating existing
observations [4][1].

2 RELATEDWORK
A recent study proposed to generate exams using AI instead of
human writers [7]. It reviews automatic question generation (AQG)
literature from 2015 to early 2019, emphasizing the need for continu-
ous question supply, cost reduction, and advancements like adaptive
testing. Although it found an increased interest and great potential
in AQG, it focuses less on generating questions of controlled diffi-
culty, enriching question forms and structures, automating template
construction, improving presentation, and generating feedback. It
states that existing AQG generative models are trained to operate
on the syntax-tree and semantic relations of text, or populates tem-
plates of fixed text. It also suggests potential weaknesses, such as
limited question forms, content, and structures, and lacks discus-
sion on question difficulty. The use of LLMs were not mentioned in
this study, so employing them may improve on these weaknesses,
as they are known for creative text generation. Inspired by this
research, we plan to explore generating diverse questions using
LLMs with varying types and amounts of provided context. We will
also survey students to get a measure of difficulty for our questions.

While previous work suggests exploring various question forms,
we discovered that there are many existing studies that focus only
on MCQs. A 2023 study discusses the usability and quality of the
AI-generated MCQs for medical graduate exams [2]. Given the
substantial workload of university instructors, this study assesses
the quality of MCQs produced by ChatGPT for use in graduate
medical examinations, compared to those written by instructors
based on standard medical textbooks, using a rubric across five
categories, rating on a scale of 1 to 10 by the authors. While it
concludes that the AI tool has great potential to efficiently gener-
ate comparable-quality MCQs for medical exams, it lacks student
testing and comparison with human-written questions. We plan
to design a rubric of evaluation metrics to rate our questions and
recruit current students to provide valuable feedback.

Another 2024 study looks at the computer science field, discov-
ering the potential of AI for generating programming questions [3].
It compares the AI-generated MCQs with human-written MCQs
for beginner courses at the undergraduate level and suggests that
LLMs can automatically generate high-quality MCQs for high-level
programming courses. The questions were generated based the
learning objectives and course information, and evaluates the stu-
dents on multiple areas, such as code output and error analysis. It
highlights the feasibility of automated MCQ generation, indicat-
ing that it has the potential to reduce the time educators spend
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on developing assessments. However, this research is limited to
undergraduate Python courses only, and the question type in their
research is limited to one type of question (MCQs). These limi-
tations are similarly present on another 2023 and 2024 study on
the same CS question generation topic [11] [6]. Our research ac-
knowledges these potential weaknesses. We aim to experiment
with different models to generate FRQs instead of MCQs, and for a
graduate-level AI course with more open-ended question types.

While existing research focuses on generating the questions
themselves, there is a lack of focus on generating the answer keys
alongside the exam questions [3] [2] [7] [11] [6]. Answer keys play
a critical role in the grading process, especially for FRQs, where
student responses can greatly vary in both length and detail. Devel-
oping comprehensive answer keys could significantly enhance the
efficiency and consistency of grading, ensuring a fair and standard-
ized assessment process for all students. Automating the creation
of detailed answer keys could streamline the grading workflow and
reduce the potential for bias, increasing the speed of grading while
maintaining high assessment standards.

Similarly, existing research does not investigate whether AI-
generated questions can be answered using readily-available AI
tools [3] [2] [7] [11] [6]. As students have easy access to generative
AI tools, concerns of academic integrity may arise if questions are
not resistant to these tools. Studies have shown that generative
AI tools can perform reasonably well at answering exam and quiz
questions [5]. We will research ways to use LLMs to generate ro-
bust questions, and as part of our evaluation, check if the questions
can be correctly answered by a popular AI tool. This will help in
ensuring that the questions are designed to truly assess students’
understanding and skills, minimizing the risk of AI-assisted cheat-
ing.

3 METHODOLOGY AND EVALUATION
To address our research questions, we studied 2 state-of-the-art
LLMs, GPT-3.5 and Llama 2.0, and 2 open source LLMs, Zephyr-
7b-beta1 and Xwin-LM-7B-V0.12. We chose GPT-3.5 and Llama
2.0 because of their reputation for excellence in natural language
processing tasks across various domains. These models are large (i.e.
trained on many parameters) and are commonly used in industry.
We chose Zephyr-7b-beta and Xwin-LM-7B-V0.1 because of their
accessibility and benchmark scores3 (MT-Bench and AlpacaEval).
These models are smaller (7B parameters each), which may affect
their ability to produce diverse and detailed FRQs. Overall, LLMs
are proficient with text generation and replication, so we believe
that these models can be used to generate FRQs.

The primary objective of our study was to generate FRQs tailored
for AI courses, with the intention of their potential use in quizzes
or exams. The course covers a broad spectrum of topics, ranging
from fundamental search algorithms to discussions of ethics in AI.
Typically, this course enrolls about 80 students.

We constructed two distinct prompts within the scope of topics
covered in the AI curriculum. The first prompt served as a concise,

1https://huggingface.co/HuggingFaceH4/zephyr-7b-beta
2https://huggingface.co/Xwin-LM/Xwin-LM-7B-V0.2
3https://huggingface.co/HuggingFaceH4/zephyr-7b-beta#performance

context-free sentence, while the second prompt incorporated addi-
tional context and complexity. Supplementary materials (authentic
quiz questions and relevant content extracted from lectures), were
provided with the complex prompt. We chose to focus on 6 varying
course topics: "AI Environments", "Ethics", "Search Algorithms",
"Logic," "Constraint Satisfaction Problems (CSP)," and "Reinforce-
ment Learning (RL)." In the course in our study, students struggled
the most with CSP problems, so automated generation of questions
could be useful for course staff to produce extra practice problems.
To study the randomness of LLM text generation, each prompt was
subjected to 5 iterations per question topic for each model. We
found that using more than 5 iterations did not yield significantly
more unique results. To answer RQ2, we also used the model to
generate answer keys in the same session where the question was
created. This approach was adopted to enhance the reliability of
our results and minimizing variance across trials.

Across 4 models, 2 prompts, 6 question topics, and 5 iterations,
we generated 240 questions. To analyze each of them, we developed
a rubric of evaluation metrics:

• Did the question have any grammatical errors?
• Did the question test learning objectives from the course?
• Did the model generate a correct answer key?
• Is the answer easily found on Google?
• Is it easily answered using a state-of-the-art generative AI

chatbot?
• Did the model listen to our prompt and generate a question?
• Did themodel generate an FRQ (not another question type)?
• Did the question have a subjective or objective answer?
• How many subquestions did it generate?

We defined "testing learning objectives" as if the question ref-
erenced and tested content that actually appeared in the course
materials or on previous assignments.

Notably, we combined and focused on two pairs of these metrics
to quantify question "correctness" and "quality." "Correctness" en-
tails if a state-of-the-art chatbot (ChatGPT) can produce a correct
answer, and if the answer key originally generated by the model
is correct. These metrics are important for instructors to automate
generating high-quality, robust questions on short notice. "Quality"
combines if a question tests a learning objective for the course, and
if the answer was found using traditional search engines within
one page of results. These metrics are important in a learning en-
vironment, as instructors want to test relevant material in a way
that requires students to utilize knowledge from the course, rather
than copying the answer. We believe a high percentage of learning
objectives implies that the course staff will be more likely to use the
question, and a low percentage of searchability implies a question
is more creative.

We also analyzed the randomness of the 5 repeated outputs of
the models in our study by calculating a similarity score between
the FRQs they generated. We calculated TF-IDF scores for each
generated question, as it is a common metric for measuring the
importance of words relative to each other in a dataset (in our
case, the collection of responses), and used it to calculate the cosine
similarity between each response. We averaged the similarity scores
for the responses for each model, prompt, and each question topic.
This allowed us to compare the creativity and reproduciblity of

https://huggingface.co/HuggingFaceH4/zephyr-7b-beta
https://huggingface.co/Xwin-LM/Xwin-LM-7B-V0.2
https://huggingface.co/HuggingFaceH4/zephyr-7b-beta#performance
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questions from each model given the same prompt. Models that
produced similar repeated responses have higher similarity scores.

To gather student opinions of quality, we designed two surveys
comparing question pairs generated by different models and vary-
ing levels of prompt complexity. We paired questions generated
with the same prompt but across different models, and questions
generated within the same model but with prompts of different
complexity. We asked participants to rate each pair:

• Which question is clearer (easier) to understand?
• Which one feels more like a fair question that you would

expect on a quiz or exam in this course?
• Do either of the questions seem too difficult (unanswerable),

based on what you’ve learned in class?
• Overall, which question feels higher quality?
• Do they provide enough details for you to answer the ques-

tion, if you had to?
The survey was distributed to students enrolled in the course,

as their familiarity with the course expectations and learning ob-
jectives ensured relevant feedback. By leveraging their insights,
we aimed to gauge the effectiveness and appropriateness of the
generated questions for the intended educational context.

4 RESULTS AND ANALYSIS
For each of our research questions, we will provide results4, explain
how they were produced, and analyze them in the context of the
research question.

We reviewed all 240 generated questions, using each model,
prompt complexity, and question type, and evaluated them using 9
different metrics. We also selected representative pairs of questions
to compare and measure the quality of using a survey and analyzed
the similarity of model responses using TF-IDF scores.

4.1 RQ1: Can AI write high-quality questions?
Across both surveys, we collected 53 (24, then 29) student survey
responses and analyzed each of the FRQ comparisons. 60.9% of
respondents to the second survey also filled out the first survey. To
draw conclusions, we looked for the majority vote per comparison5.

First, we found that all of the questions were considered a fair
difficulty based on what the students have experienced in class.
Second, students reported that the Llama 2.0 "AI Environments" and
"CSP" questions were clearest and highest quality, but for "Search
Algorithm" questions, GPT 3.5 was the best, closely followed by
Llama 2.0. Both state-of-the-art models performed better than the
2 open source models for all question topics. Overall, questions
generated with complex contextual prompts produced questions
that students felt were similar to actual quiz and exam questions
from the course.

These results suggest that generative AI models are capable of
producing free response quiz questions for an AI course, with a
similar quality and feel to what course staff traditionally delivers.
Students familiar with typical quiz questions rated the AI-generated
questions highly. They preferred questions generated using complex
prompts, as they were clear and concise with few ambiguities.

4See code used for prompting here (link), and spreadsheet with data analysis here
(link).
5See survey response data here (link) and here (link).

4.2 RQ2: Can AI answer its own questions?
Using our definition of "correctness", we calculated averages for the
ChatGPT-ability and correct answer key generation across models
and prompts, and gathered the results in Table 1.

We found that all models were good at answering "AI Environ-
ments", "CSP", and "RL" questions and worst at "Logic" questions.
Compared with those generated by Llama 2.0 and Xwin-LM-7B-V
0.2, questions generated by GPT 3.5 and Zephyr-7b-beta are the
easiest to answer using AI tools.

These observations suggest that generative AI tools tend to work
better for answering open-ended, subjective questions ("AI Environ-
ments") and well-known algorithm questions ("CSP", "RL"). Instruc-
tors should consider these differences in strengths before using
LLMs for FRQ generation and when deciding between models.

Topic GPT 3.5 Llama 2.0
No Context Context No Context Context

AI Env. 1, 1 1, 1 1, 1 1, 1
Ethics 1, 1 1, 1 0.6, 0.8 0.8, 0.8
Search 1, 1 1, 1 0.8, 0.8 0.2, 0.2
Logic 0.2, 0 0.6, 0.2 0, 0 0, 0.4
CSP 1, 1 0.8, 0.8 1, 1 1, 1
RL 0.6, 1 1, 1 1, 1 1, 1

Avgs. 0.8, 0.83 0.9, 0.83 0.73, 0.77 0.67, 0.73
0.85, 0.83 0.7, 0.75

Zephyr-7b-beta Xwin-LM-7B-V0.1
No Context Context No Context Context

AI Env. 1, 1 0.4, 0.4 1, 1 0, 0
Ethics 0, 0.8 0, 0.6 0.6, 0.8 0.6, 1
Search 0, 1 0, 0.6 1, 1 0.6, 0.6
Logic 0.4, 1 0.4, 1 0.2, 1 0, 0.4
CSP 0.6, 1 1, 1 1, 1 1, 1
RL 1, 1 1, 1 1, 1 1, 1

Avgs. 0.5, 0.97 0.47, 0.77 0.8, 0.97 0.53, 0.67
0.48, 0.87 0.88, 0.6

Table 1: AI correctness. The first number is the percent of
correctly generated answer keys, and the second number is
the percent of questions that a chatbot could correctly answer
in a new chat. (Higher, Lower) is better.

4.3 RQ3: Model comparison
Using our definition of "quality", we calculated averages for the
searchability and learning objective coverage across models and
prompts, and gathered the results in Table 2.

Overall, Llama 2.0 generated more questions that covered rel-
evant learning objectives (78%). However, the GPT 3.5 questions
improved significantly when provided with question examples,
jumping from 67% to 77% of questions covering learning objectives.
Xwin-LM-7B-V 0.2 generated the fewest questions that covered
learning objectives. Llama 2.0 and Zephyr-7b-beta were best at
generating questions that were not searchable, demonstrating high
levels of creativity. GPT 3.5 generated themost searchable questions.
Most "Logic" questions produced by every model were very basic
and easy to answer online. "RL" questions had the highest likeli-
hood of covering course learning objectives, and "Ethics" questions
were the hardest to find answers to online, all including unique
ethical scenarios.

These results suggest that there is variation in FRQ quality be-
tween LLMs; however, there are common weaknesses. LLMs are not

https://drive.google.com/drive/folders/19jAOnv-hKdDnqezFvxVgQ6Qiz3Va7qfw?usp=drive_link
https://docs.google.com/spreadsheets/d/1XlGWIpjLSjR-b-82pAFH8xC-6z10u0rRcxXJU_cqdDM/edit?usp=sharing
https://docs.google.com/spreadsheets/d/1XlGWIpjLSjR-b-82pAFH8xC-6z10u0rRcxXJU_cqdDM/edit?usp=sharing
https://docs.google.com/spreadsheets/d/1bJdovQYZMJo0j9rB3jLR71-_LAriX5HpQNi1JBuvQVc/edit?usp=sharing
https://docs.google.com/spreadsheets/d/122JYDEQEEx46VTwjGlRdhX6ywa5J1rv7OCAtB9FZ3Qk/edit?resourcekey#gid=182894332
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proficient with logic and struggle to produce unique logic-related
questions and correct answers. The differences in creativity and
learning objective representation between the models questions
are likely due to differing training data in the models. For example,
the smaller open source models produced less creative and relevant
questions than the larger models. Therefore, choosing an model
for FRQ generation would require tradeoffs based on the course’s
context and pedagogical priorities.

Topic GPT 3.5 Llama 2.0
No Context Context No Context Context

AI Env. 0, 1 1, 0.6 0.4, 0.2 1, 0
Ethics 1, 0.8 0, 0 0.6, 0.6 0.2, 0
Search 1, 1 1, 0.8 0.2, 0 1, 1
Logic 1, 1 1, 1 1, 1 1, 0.8
CSP 0, 1 0.6, 0.8 1, 0 1, 1
RL 1, 1 1, 1 1, 1 1, 1

Avgs. 0.67, 0.97 0.77, 0.7 0.7, 0.47 0.87, 0.63
0.72, 0.83 0.78, 0.55

Zephyr-7b-beta Xwin-LM-7B-V0.1
No Context Context No Context Context

AI Env. 0.4, 0.8 0.2, 0 0, 1 0, 0
Ethics 0, 0 0, 0.4 0.2, 0.8 0, 1
Search 1, 1 0.6, 0.6 0.8, 1 0.4, 0.6
Logic 1, 1 1, 1 1, 1 0.4, 0.4
CSP 0.6, 0 1, 0 0.8, 1 1, 0
RL 1, 0.6 1, 1 1, 0.6 1, 1

Avgs. 0.67, 0.57 0.63, 0.5 0.63, 0.9 0.47, 0.5
0.65, 0.53 0.55, 0.7

Table 2: FRQ quality metrics. The first number is the percent
of questions that tested learning objectives from the course in
our study, and the second number is the percent of questions
that a search engine could give exact answers to within one
page of search results. (Higher, Lower) is better.

After generating all 240 questions, we performed a similarity
score calculation on questions from each model. These results are
shown in Table 3.

Llama 2.0 had the highest similarity score overall, where Xwin-
LM-7B-V0.1 had the lowest. Llama 2.0 also had the highest similarity
score when using prompts that included additional context. Com-
pared to the two state-of-the-art models, which had a similarity
score increase when providing context (from 0.11 to 0.15 and 0.11 to
0.18), the open source models’ similarity scores drop once context
is provided (from 0.10 to 0.07 and 0.07 to 0.06). Overall, the open
source models (0.09, 0.07) produced questions that were random
and unique, compared to the state-of-the-art models (0.13, 0.14).

This suggests that the state-of-the-art models are better at repro-
ducing similar FRQs than the smaller open source models. This is
likely due to their larger training dataset. If course staff is prioritiz-
ing consistency in their question styles, they may want to utilize
the state-of-the-art models over the others.

Model Similarity Score
No Context Context Total

GPT 3.5 0.11 0.15 0.13
Llama 2.0 0.11 0.18 0.14

Zephyr-7b-beta 0.10 0.07 0.09
Xwin-LM-7B-V0.1 0.07 0.06 0.07
Table 3: Cosine similarity scores for each model.

5 CONCLUSION
We compared 4 different generative AI models, 2 state-of-the-art
and 2 open source, for generating FRQs for an AI course. We used 2
different prompts, one including additional context (such as exam-
ple questions and lecture content) and one without, and generated
multiple iterations of questions for 6 different course topics. We
evaluated the questions using a rubric of question quality metrics, a
similarity score comparison, and surveys of students in the course.

We have found that generative AI is capable of generating high-
quality FRQs for an AI course, based on student opinions. After our
analysis of the questions and answer keys, it can produce correct
answers to most of its own questions, but struggling with logic and
ethics. Llama 2.0 performed the best overall for FRQ generation.
The state-of-the-art models produced higher quality questions than
the open source models. While all the models can produce ques-
tions that have a fair difficulty, each model behaved differently for
different question topics and different prompts, sometimes produc-
ing highly creative questions that cover learning objectives, but
sometimes producing unusable content. Course staff looking to use
generative AI to automate question writing should choose models
based on their strengths and review the questions before deploying
them to students.

There are some ethical concerns to consider before using gener-
ative AI for FRQ generation. We found that most of the questions
generated by AI could also be easily answered by the AI tools. This
could lead to potential violations of academic integrity. We suggest
to use generative AI with caution, and that any questions automat-
ically generated should be reviewed by course staff before using on
assignments.

Among the responses that were produced by the open source
models, there were a notable number of empty, duplicate, or non-
sense responses. For example, when asked to generate an "AI Envi-
ronments" question, the response produced was "Create a step-by-
step guide for making homemade dehydrated fruit chips." which is
clearly irrelevant to the prompt. This made our response evalua-
tion harder and more time consuming than we estimated, and we
spent 2 days just evaluating the responses. We also had to repeat
experiments more times than expected in order to produce enough
valid responses. Because the models were slow to create responses,
we spent another 2 days just generating questions.

However, we were pleased to discover that most (98%) of ques-
tions were grammatically correct, as this was an initial concern we
had when using AI models to generate natural language. We also
found that our student survey respondents were conscientious and
detailed in their responses, enhancing our results. This helped us
achieve our final research goals.

Future work in this area could include expanding our analysis
to more generative AI models, such as Google Gemini or Claude 3,
or other open source models. If automatically generating questions
becomes more appealing to course staff, a software application
could be developed to interface with the AI models and assist in-
structors with writing course assignments. If the logical reasoning
and ethics of AI models improve, there is potential to use them for
automatically grading assignments that they wrote, or generating
rubrics with point values to further assist course staff.
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